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**Abstract**

The Indian stock market has a highly stochastic nature which requires a highly sophisticated model for forecasting stock prices. Neural networks, as artificial intelligence (AI) methods, have application in many fields and can be applied to predict the future of the stock prices based on the past data. This report explains the proposed model to predict the share price using Artificial Neural Network with given input parameters of share markets. The proposed artificial neural network model is not designed to predict the exact values of the stocks rather it is designed to predict whether the stock price for any particular stock will increase or decrease for the following day.

In order to predict this rise or fall in stock prices we rely on the data provided by NSE India which is then processed. Previous research about Stock Market prediction using various methods has been studied before designing the model. Our aim is to design a model to predict stock prices with a better accuracy than the available algorithms.

**Introduction**

**1.1 Motivation**

Indian stock market has a highly stochastic nature which requires a highly sophisticated model for forecasting stock prices. Neural networks, as artificial intelligence (AI) methods, have application in many fields and can be applied to predict the future of the stock prices based on the past data. This report explains the proposed model to predict the share price using Artificial Neural Network with given input parameters of share markets. The proposed artificial neural network model is not designed to predict the exact values of the stocks rather it is designed to predict whether the stock price for any particular stock will increase or decrease for the following day.

The prediction algorithms coupled with its application in the field of Stock Market are our area of interests. The fluctuation and trends in stock market could be determined using these prediction techniques. The knowledge that Artificial Neural Networks, studied in academic course ‘Soft Computing’, can assist in predicting the market trends developed an interest amongst us to develop a particular model that would help predict market trends of National Stock Exchange (NSE) of India. Thus, an attempt is made to contribute to the area of Stock Market Prediction.

**1.2 Aims and Objectives**

The aims and objectives of this project can be stated as follows:

1. To create an application which allows the user to select a stock and a date and the application will predict whether the stock price for that date will rise or fall.
2. To understand the concept of Artificial Neural Network and Data mining Classification algorithms.
3. To understand the working and subtleties of Stock market of India.
4. To research and study existing Stock market prediction models.
5. Devise and develop a model to predict the trends in NSE (National Stock Exchange) of India.

**1.3 Problem Definition**

A stock market facilitates exchange of stocks between the buyers and the sellers. A stock, simply being a share in ownership of a company, represents the owner’s claim on the company’s assets, earnings, profits as well as loss. There has been a great amount of research done to predict the stock prices of the companies listed on different stock exchanges. However, the stock market trend depends on various factors, namely, political events, economic condition, financial reports and general news. The mentality, attitude and reaction to these factors are different for investors in different nations. Hence, a successful prediction model for a stock exchange in a particular nation might not be able to successfully predict for a stock exchange of another nation. Hence, it becomes important to develop a prediction model that will accurately predict the stock prices of the companies listed on the National Stock Exchange (NSE) of India. The Indian stock market has a highly stochastic nature which requires a sophisticated model for forecasting stock prices. We study various existing prediction models and their consistencies with the stocks listed on NSE of India. Also, understanding the fact that prediction of exact values of stocks is hypothetical, we confine our studies to predict if the stock price for any particular stock listed on NSE of India will increase or decrease for the following day. For the investors investing in any of the company listed on the National Stock Exchange of India, such model can prove to be a very helpful tool to take the right decision regarding their stocks.

**1.4 Topic Organization //to be updated at last**

The Thesis is organized as follows chapter 2 describes the literature surveyed from various papers, previous works and some websites. It explains Stock Marketand various classification algorithms studied.

**Chapter 2**

**Literature Review**

There has been a great amount of research done to predict the stock prices of the companies listed on different stock exchanges. However, the stock market trends depends on various factors, namely, political events, economic condition, financial reports and general news. The mentality, attitude and reaction to these factors are different for investors in different nations. Hence, a successful prediction model for a stock exchange in a particular nation might not be able to successfully predict for a stock exchange of another nation. Hence, it becomes important to develop a prediction model that works for a particular stock exchange and so we propose a model that will accurately predict the stock prices of the companies listed on the National Stock Exchange (NSE) of India.

The research by [1] used data mining methods and neural networks for predicting stock market trends. An attempt has been made in this study to investigate the predictive power of financial and economic variables by adopting the variable relevance analysis technique in machine learning for data mining. The authors examined the effectiveness of the neural network models used for level estimation and classification. It was observed from the results that the stock buying or selling strategies recommended by the neural network classification models had higher accuracy over those recommendations that were suggested by other strategies.

The research by [2] aimed to aid the investors in the stock market to decide the best timing for buying or selling stocks. Id3 classification algorithm was used for making the decision from the knowledge extracted from the historical prices of stocks listed in Amman Stock Exchange (ASE).The research was able to provide moderate accuracy in predicting the stock prices. It was observed from the results that the proposed model had less efficiency as it did not take into account the political events, economic conditions and general news that have a great influence on the stock market.

As explained in [4], classification learning operates under supervision. Learning is done by providing the actual outcome for each of the training examples. The success of classification learning can be judged by trying out the concept description that is learned on an independent set of test data, as stated in [4].

J48 is an open source Java implementation of the C4.5 decision tree algorithm. That being said the algorithm used in the previously surveyed literature is C4.5 but this model uses J48 for sake of convenience.

**2.1 Stock Market**

A stock market is the aggregation of buyers and sellers of [stocks](http://en.wikipedia.org/wiki/Stock). These may include the [securities](http://en.wikipedia.org/wiki/Security_(finance)) listed on a [stock exchange](http://en.wikipedia.org/wiki/Stock_exchange) as well as those only traded privately. A share of stock is literally a share in the ownership of a company.

A company wants to share its assets and earnings with the general public because it needs the money to function. Companies only have two ways to raise money to cover start-up costs or expand the business: It can either borrow money (a process known as debt financing) or sell stock (also known as equity financing). If a company issue a lot of shares, that would lower the price of each individual share, perhaps making the stock more attractive to lone investors. Each person who buys a share of stock essentially owns a piece of the company and has a say in how the company is run.

A business that wants to sell shares of stock to private or public investors needs to become a [corporation](http://money.howstuffworks.com/corporation-person.htm) first. The legal process of turning a business into a corporation is called incorporation. A corporation is registered with the government, has its own [Social Security number](http://people.howstuffworks.com/social-security-number.htm), can own property, and make contracts. By definition, a corporation has stock that can be bought and sold; all of the owners of the corporation hold shares of stock in the corporation to represent their ownership.

The buying and selling of stocks is concentrated in one place, and since it's all done electronically, we can track the constantly fluctuating price of a stock in real time. Investors can watch, for example, how a stock's price reacts to news from the company, media reports, national economic news and lots of other factors. A stock market index is a measurement of the value of a section of the [stock market](http://en.wikipedia.org/wiki/Stock_market). It is computed from the prices of selected [stocks](http://en.wikipedia.org/wiki/Stock) . It is a tool used by [investors](http://en.wikipedia.org/wiki/Investor) and financial managers to describe the market, and to compare the return on specific [investments](http://en.wikipedia.org/wiki/Portfolio_(finance)).

Indian Stock Exchange refers to:

1. National Stock Exchange of India
   1. It is located at [Mumbai](http://en.wikipedia.org/wiki/Mumbai), [Maharashtra](http://en.wikipedia.org/wiki/Maharashtra), India and was established in the mid-1990s.
   2. CNX Nifty is the stock market index of NSE of India
2. Bombay Stock Exchange
   1. It was established in 1875.

S&P BSE SENSEX is the stock market index of BSE.

* 1. **Artificial Neural Network**

An Artificial Neural Network (ANN) is an information processing model that is inspired by the way biological nervous systems, such as the brain, process information. It is composed of a large number of highly interconnected processing elements (neurons) working in union to solve specific problems. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process.

An artificial neuron is a device with many inputs and one output. The neuron has two modes of operation; the training mode and the testing mode. In the training mode, the neuron can be trained to fire (or not), for particular input patterns. In the testing mode, when a taught input pattern is detected at the input, its associated output becomes the current output. If the input pattern does not belong in the taught list of input patterns, the firing rule is used to determine whether to fire or not.
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The features of ANN are as follows:

1) Adaptive learning: An ability to learn how to do tasks based on the data given for training or initial experience.

2) Self-Organization: An ANN can create its own organization or representation of the information it receives during learning time.

3)Real Time Operation: ANN computations may be carried out in parallel, and special hardware devices are being designed and manufactured which take advantage of this capability.

4) Fault Tolerance via Redundant Information Coding: Partial destruction of a network leads to the corresponding degradation of performance. However, some network capabilities may be retained even with major network damage.

Multi-Perceptron Neural Network

A multilayer perceptron (MLP) is a feedforward artificial neural network model that maps sets of input data onto a set of appropriate outputs. A MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. Except for the input nodes, each node is a neuron (or processing element) with a nonlinear activation function. MLP utilizes a supervised learning technique called backpropagation for training the network. MLP is a modification of the standard linear perceptron and can distinguish data that are not linearly separable.

If a multilayer perceptron has a linear [activation function](http://en.wikipedia.org/wiki/Activation_function) in all neurons, that is, a linear function that maps the [weighted inputs](http://en.wikipedia.org/wiki/Synaptic_weight) to the output of each neuron, then it is easily proved with [linear algebra](http://en.wikipedia.org/wiki/Linear_algebra) that any number of layers can be reduced to the standard two-layer input-output model (see [perceptron](http://en.wikipedia.org/wiki/Perceptron)). What makes a multilayer perceptron different is that some neurons use a *nonlinear* activation function which was developed to model the frequency of [action potentials](http://en.wikipedia.org/wiki/Action_potentials), or firing, of biological neurons in the brain. This function is modeled in several ways.

The two main activation functions used in current applications are both [sigmoids](http://en.wikipedia.org/wiki/Sigmoids), and are described by

![y(v_i) = \tanh(v_i) ~~ \textrm{and} ~~ y(v_i) = (1+e^{-v_i})^{-1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWgAAAAXBAMAAADUyMhGAAAAMFBMVEX///8EBAQiIiIWFhbm5uYMDAyenp6KiopQUFB0dHRAQEC2trYwMDBiYmLMzMwAAACBKDySAAAAAXRSTlMAQObYZgAABBtJREFUWAnVlV9oHFUUxr+dze7szuyfl0B9kn3SWlBSBQ0KMlCK0JcG8cGi1XmVKs6DUAWFEVQqKKzoQ6yNriCCEe0iKBIqLv5roygLQTAlwfG1jbRgpaignjNz595zZ6ejr7kPc8895/ed82VyJwF23XKSXWcZ7rO70DRq2nRXR2/8r5ev+fa4nL9YyFcJdK2sVfcHb+pGMLaM6eOa7wQ6LAvO3JhmDf9VGQW8vWDnqwRcO2Tj5vTE2WZMJ2NLm+5NNCXCLDeX6BoFvT/4JKAdWTVxyzZdJeCaf6+R6ujk6urqEPO9iDIMZWdtuiN+md9oURb4rDHrCIeC74SmJqKC6SoB1ebO3Sq0VtgctLFFGW1Lm64L7lERc9gqMS345oShmVUwXSVIa1+oDk6xkzu6xz9ASW1Lmz4p0L6IOXyrxLTkLxf47FgwXSVIa9c0Pbc+xRr1zG01f15Hb2uM90BfFwXtJR5YD+lhlnt63ztwX38X/v7jK/TVHXlqK7D423NWQIc2lxdU+tfv4A3LBYpIP+2i6d7mdt4XeCG0bbW8Ea7iLroF3qh5hbnOkB7ebbzSi9aPgKdRC1H7EN8CDyadkcWvs4iXgXoP4WBuOl4FdZADUoEYQDWgaPoUPE5na3msbKnzscbUv4J54FhjiHRQK1YltbHpV0BOGxP8SKbRXbL4EzluoHoMT5lujo/i86BcoIQ0fMa0P49P877Zbtm6lJCJy1S4FGDao1HdkU2zaXz26gSNKZs+yqYlf17jGjocQd/p3t+sKhdkSq4V37Rz02aYVfOnZWsDzgh8LzaAIYJy0wdibyBNS16bNtDjoTHdXcA+WAO0QPnhZplpujP7s0vZH6qi3izTi3zlrqfaItyENnhTfsg73aax3iARb1ryH7CIl4Hkm6archXWgFQgBnCz4ps+HHJSrtRWntjDV+4BOu1BF+cTuvFRXsr22rBLY53BVJiW/NkcN1DD3GnUIvpmrAFaoITcrGi6H6KZqHq2WbbuwNcAf9A34013hww3xhYMJ/4E1+GCZVry6UyWGIg+o1+WVJd61KGwVKAIruFLdXCy3YvxiMqozbJ1ZvtO+q9OlZ3NMWq0N2wYvb1TfPRitHjx9P2th99f+z1+/s+x5HN3AsKFleXf1M/uf78xsgdogRrEzV7651yQHpVpvLyi9Aoq2voLOKhKp2h/MscqdsG7cQWXlvo0vkqQ11I4Nz3TVNpy4u4CfXdhBt0wBG6Z4WcTgneS2bLM7OU/S3LAjCBvlqo6UitjaauefBwAc4Osvh3BH2Vh5VPwa5UgcLd/HxFVgrxW2ciy5f70HMOPacU1f1RN2PzEys8enjkRcNIMmPDRWqZmpa1DmS03yZHX8qBydxNVbgcq+I/NTRRQItA1hZRt0ta/s1xPJIWGTKUAAAAASUVORK5CYII=),

in which the former function is a [hyperbolic tangent](http://en.wikipedia.org/wiki/Hyperbolic_tangent) which ranges from -1 to 1, and the latter, the [logistic function](http://en.wikipedia.org/wiki/Logistic_function), is similar in shape but ranges from 0 to 1. Here ![y_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAANBAMAAACEMClyAAAAMFBMVEX///8EBAQiIiIWFhbm5uYMDAyenp6KiopQUFB0dHRAQEC2trYwMDBiYmLMzMwAAACBKDySAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAG1JREFUCB1j4LuzgWElAxBwcC1g+A5iZLNe4P4CYjC8f8AbwPAYyLjMwLSAgQXIsGDgLwDJMIgz7HfgXQdkmDMcZag7DmTsuWvFwCAAkmP4zcB5gIGBqYHXgIEpk4GB+cFWBwbe6wwM7DdawPIA1XYYbXSLL58AAAAASUVORK5CYII=) is the output of the ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAALVBMVEX///90dHSKiooiIiIMDAyenp5AQEBQUFAwMDDMzMwEBATm5ua2trZiYmIAAADnl5jsAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADVJREFUCB1jYGC4w8DAvYYBGXDeOMDAzp7AEMNygYFh3gYGhmKg7CIGBtYHjAyMBtIM3IYBAOrvCPTwM4IsAAAAAElFTkSuQmCC)th node (neuron) and ![v_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX///8iIiIEBASKiooWFhbm5uaenp5AQEBQUFAMDAx0dHS2trYwMDBiYmLMzMwAAABFi8JNAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAFZJREFUCB1j4LuzgWsCAwMDB3sB21cgnc25gMEBSDO8D2C4wAdkXWFgWMAQwMDgwcD8ACSuzMDLcB3IkmVYx/zGgIHhza0NDEwgCSBYA6EYxBZAGHcNAOXkEwf8wGFBAAAAAElFTkSuQmCC) is the weighted sum of the input synapses. Alternative activation functions have been proposed, including the [rectifier and softplus](http://en.wikipedia.org/wiki/Rectifier_(neural_networks)) functions. More specialized activation functions include[radial basis functions](http://en.wikipedia.org/wiki/Radial_basis_functions) which are used in [another class of supervised neural network models](http://en.wikipedia.org/wiki/Radial_basis_network).

* 1. **Classification Algorithms**

Classification problem is designing the mapping function m in such a way that each tuple of Database D belongs to a class C. A classification problem predicts categorical class labels and classifies data based on the training set and values in a classifying attribute and uses it in classifying new data. The typical applications of Classification algorithms include medical diagnosis, treatment effective analysis and credit approval.

There are three different Classification techniques:

1. Regression

Regression analysis is a statistical process for modeling and analyzing several variables, when the focus is on the relationship between a [dependent variable](http://en.wikipedia.org/wiki/Dependent_variable) and one or more [independent variables](http://en.wikipedia.org/wiki/Independent_variable). Thus, regression analysis explains how the typical value of the dependent variable changes when any one of the independent variables is varied, while the other independent variables are held fixed.

1. Decision trees

A decision tree is a tool that uses a tree-like [graph](http://en.wikipedia.org/wiki/Diagram) or [model](http://en.wikipedia.org/wiki/Causal_model) of decisions and their possible consequences, including [chance](http://en.wikipedia.org/wiki/Probability) event outcomes, resource costs, and [utility](http://en.wikipedia.org/wiki/Utility). A decision tree is a [flowchart](http://en.wikipedia.org/wiki/Flowchart)-like structure in which internal node represents a "test" on an attribute, each branch represents the outcome of the test and each leaf node represents a class label. The paths from root to leaf represents classification rules.

1. Rules

The decision tree can be [linearized](http://en.wikipedia.org/wiki/Linearization) into decision rules, where the outcome is the contents of the leaf node, and the conditions along the path form a conjunction in the if clause. In general, the rules have the form: if condition1 and condition2 and condition3 then outcome.

**Classification algorithms for Stock Market Prediction**

Data mining refers to extracting or mining knowledge from large data stores or sets. Stock market prediction refers to identifying the patterns in the stock prices of a particular company. Thus, data mining could be effectively used in stock market prediction. Data classification can be done in many different methods; one of those methods is the classification by using Decision Tree and Rules. Decision trees and artificial neural networks can be trained by using an appropriate learning algorithm. Thus, data mining classification algorithms could be effectively used in forecasting the trends in stock market.

**2.3.a Adaboost**

**AdaBoost**, short for "Adaptive [Boosting](http://en.wikipedia.org/wiki/Boosting_(meta-algorithm))", is a [machine learning](http://en.wikipedia.org/wiki/Machine_learning) [meta-algorithm](http://en.wikipedia.org/wiki/Meta-algorithm) The output of the other learning algorithms ('weak learners') is combined into a weighted sum that represents the final output of the boosted classifier. AdaBoost is adaptive in the sense that subsequent weak learners are tweaked in favor of those instances misclassified by previous classifiers. AdaBoost is sensitive to noisy data and [outliers](http://en.wikipedia.org/wiki/Outlier). While every learning algorithm will tend to suit some problem types better than others, and will typically have many different parameters and configurations to be adjusted before achieving optimal performance on a dataset, AdaBoost (with [decision trees](http://en.wikipedia.org/wiki/Decision_tree_learning) as the weak learners) is often referred to as the best out-of-the-box classifier. When used with decision tree learning, information gathered at each stage of the AdaBoost algorithm about the relative 'hardness' of each training sample is fed into the tree growing algorithm such that later trees tend to focus on harder to classify examples.

AdaBoost refers to a particular method of training a boosted classifier. A boost classifier is a classifier in the form

![F_T(x) = \sum_{t=1}^T f_t(x)\,\!](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJAAAAAzBAMAAACK4JzLAAAAMFBMVEX///+enp5QUFB0dHQEBATMzMzm5uaKioq2trYWFhYwMDBAQEAMDAwiIiJiYmIAAAAV1GFqAAAAAXRSTlMAQObYZgAAA2NJREFUSA3tVUtoE1EUPcl0ksk/dCUiNkg3rhwoVLEiRbALQQ24Ed0MKFSwYvCDIEJHF1Jx0dqNloodEVQqYiQrG5BspN21G3UljRY3Vm0ttkpbHO97894kETtN0gqC3sW955575v3nPaBqG3w396FQtXploZYJFpBauV51RUEki0zVci9hdH2aAU4bXt3UULtUg9ZTmves1lAcrUHrJW1b0r3K/2t/3Qok7AGy2wdt+/vaxha3na3XPi5W11A87eh2/CqfnBfMOaO89N5JFJPFT8v5kSGLIeCCExA2BJDh+LJAWoqDK59ZCMr74D7LtG9APMsQVIscM9UiV24+21FAXEkdj1n1iJRwEF+gD4ucCpuyclcCGbd9kYhFpWCw8JA5ZuEkuVg7EHDGGGIkt40SyBj6akhIMWLxpE9SPpYnLKRVk1Nt3DOXcJEAqu1+RUxUZ7SSFUVgllBvEUVBvKZ4aDq+EwglBeWG7jkXIv7kkUlZLEOLsjs7ZQE3KJ0xtSIFZrdoknrsVbeBsE7pM3YKByZ4CRG7rO1ezoVM4BjedNIi3yNiMj9EBLcO2j+EUirgTwmqFMapKm0XBw0GaDL9SANbiNiPCOC8frM0IiRYz+I8cL1wvUulbISEJl9IA3w7p2mSP6BAvH40RqCJud805C8b0R3aOB0Jg5Q+6h2ghhT2G4rXby/jtjIXKZKrWCN0mUQJo1FE02igOcHfx7jndJbaGQB//cZogBhEJ7EZzpa7m6VEXYCv+S2iJpAOZdkhfAA0WFzAXz9a+6bD/bSAXMN518WIlRZsBy5Sbzp889dScaLHEBnap7M6f/3oQB5tOdliUEOMq7B8Wea3gBw/kGquNddKlYJb5bouNz3jIgGUiTImRJMZCyBQkFwwJRFGGYokZf5SAhk3GQKlgJ4EJbMbgKeCQywtkfP6BWS3WlYWRFRfCODXgT2NlOQywCmpui6BjJsFCEtCRrn32qQBTMlufEVRt0R0QzDtQLZ+FTbYQ3b57PT4YgV93skUo4L1SMK2NP5DeChXKWlsQNzMVZT/cPmEmHvp5NW5GPRnMQs2i/PhpHV4ebD5FVTH9/KTxgNJB661oaAVyJNlnUtRNl9HpAt6fUYUNY31aSjhuzoyPDy8DlPb7gzIN8Oe1D9qPwE8YtIwTA2dzAAAAABJRU5ErkJggg==)

where each ![f_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAASBAMAAACZcvICAAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGBgeHsGSADBrhlgij1hAZhmnQCmGNgKwDTP/KkPwIz3EGGGMigdycDABZLxYWBgBSn9zMDApsDAwPSLgfn2YQYGxg0MDJJAYV6gceFAmkWAgSGPi+Ed/wIGhg92DHttgWLhAgzHA4A0AwMA4tMV6o1HncYAAAAASUVORK5CYII=) is a weak learner that takes an object ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAJBAMAAAAWSsseAAAAKlBMVEX///+2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB0V3M+AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAD1JREFUCB1jYDi9kmsHAwP7Brb02AIGLgYWAx4gj4FXgQEEdMEkgwmI4mHwZCgFCh10ZljAwHByd+XuAgYAN6kKyuPaHRMAAAAASUVORK5CYII=) as input and returns a real valued result indicating the class of the object. The sign of the weak learner output identifies the predicted object class and the absolute value gives the confidence in that classification.

At each iteration of the training process, a weight is assigned to each sample in the training set equal to the current error ![E(F_{t-1}(x_i))](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGIAAAAVBAMAAABPrCZEAAAAMFBMVEX///90dHQEBAQwMDCenp5QUFAWFhbm5ubMzMyKioq2trZAQEAMDAwiIiJiYmIAAADHPVvyAAAAAXRSTlMAQObYZgAAAdxJREFUOBGlkj9M20AYxZ8JYAcTx6gjC1KHIlVI6dIKdcnA1AGiSjAztAsd4rWiSEZsdIlUMTDhvQNEjJYq5nRhqPpnige2qCVShwpUtX3vfLYzdONJ7/ve/e4+xzoHuIOC+H/DFXUSQAa+/07T4Rg4zvN5tyVaSNTqCbuMuRvAu4Cng8rBmaiVoTYfsMsIfrGcoZbY7GUMhQy1i1obkNHYZskwy4rGEuD2lKwMtXmabyGj2eH5GIvizRZiL1GyMrRYjBnk07arwW/ipxmnJyW6PwruGfaCVb5+OszYdmhcJ3PKlUjdsPHlJBJ6ZP0ZMwnjAxrDtKtciTTAbMczZJNVfkhGohfECnw+NFGkvhrqotnm/W8DIzLau4GLGUB37P2BA/ghI3W0nFNsaMX3shOOjq4B3IZzq735WJUiEsWWCvUhd22J/RIYsJk8/fyKUeJxUg+v8BqjGFglo6dawF6WX4Qy8E5F4gSvZ+PwJbL6QS9/6AB+92P6+G8EfUG/ez/kwT6cNE37ZoL07cLuQoQpblxYs0lv8sY6cG3kb5SU37DeyV0c9NtFGj+rJkr6KUQj5h+PLuReFqnfy9P6zxAl/dHDe2K51HqZJsMEbZHLpepxGSdCRZ2IHyzCP2D6cpHSKXhFAAAAAElFTkSuQmCC) on that sample. These weights can be used to inform the training of the weak learner, for instance, decision trees can be grown that favor splitting sets of samples with high weights.

**Applicability of AdaBoost for Stock Market Prediction:**

AdaBoost algorithm is favorable for stock market prediction as it can handle both continuous and categorical variables. Stock markets attributes namely Closing price, opening price, volume traded, maximum price and minimum price are continuous changing values. Also, AdaBoost algorithm provides a clear indication of which fields are most important for prediction and classification. Thus, it suits best in predicting stock market prediction.

**2.3.b Bayesian Algorithm**

Bayes' Theorem is a means of quantifying uncertainty. Based on probability theory, the theorem defines a rule for refining a hypothesis by factoring in additional evidence and background information, and leads to a number representing the degree of probability that the hypothesis is true. Bayesian logic is a branch of logic applied to decision making and inferential statistics that deals with [probability](http://whatis.techtarget.com/definition/probability) inference: i.e. using the knowledge of prior events to predict future events.

Bayesian theorem is stated mathematically as the following simple form:
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**Applicability of Bayesian algorithm for Stock Market Prediction:**

Bayesian algorithm combines prior knowledge and observed data by multiplying prior probability of a hypothesis with the probability of the hypothesis given with the training. Thus, the fluctuation in the stock prices are effectively accounted for, as the prior knowledge of stock price are crucial for predicting the increase or decrease in the stock price for the following day.

**2.3.c J48 Algorithm:**

J48 is a Java implementation of C4.5 algorithm. C4.5 is a well-known algorithm used to generate a decision trees. It is an extension of the ID3 algorithm used to overcome its disadvantages. The decision trees generated by the C4.5 algorithm can be used for classification, and for this reason, C4.5 is also referred to as a statistical classifier.

The C4.5 algorithm made a number of changes to improve ID3 algorithm. Some of these are:

• Handling training data with missing values of attributes

• Handling differing cost attributes

• Pruning the decision tree after its creation

• Handling attributes with discrete and continuous values

**Applicability of J48 for Stock Market Prediction:**

J48 provides an important feature by handling attributes with differing weights. The different stock market attributes namely, opening price, closing price, maximum price and minimum price have varying importance in prediction of stock market prices for the following day. Thus, J48 is an important classification algorithm to predict the stock markets trend. Also, J48 can handle training data with missing attributes values, aiding the prediction model when all the attributes of stock data is not available.

**Chapter 3**

**Proposed Neural Network Classification Model**

The classification algorithms discussed above alone have been found to predict stock market with about 40-45% certainty [1]. While this result might be better than some other proposed methods is still not good enough to predict the market. The AdaBoost, J48, Bayesian algorithm being based on sheer probability or learning of fixed data set it still cannot guess the fundamental changes in a company due to sudden changes in trends or and thus it fails to improve itself accordingly.

Neural networks on other had have been found to predict the stock markets with better probability and are able to learn from some changes in global economy which cannot be understood by classification algorithms. Neural networks can be helpful for fundamental analysis of the company that underlines the stock itself. This in turn helps in predicting the results after sudden changes in stock market.

Thus we propose the combination of above techniques. Here neural networks and classification algorithms are not in competition but complement each other. There are tasks are more suited to an algorithmic approach like arithmetic operations and tasks that are more suited to neural networks. This task requires systems that use a combination of the two approaches viz. classification algorithms and neural networks in order to perform at maximum efficiency.

The results from classification algorithms can be fed to the neurons. The neurons with their learning capabilities can be expected to weigh each input after learning from the past trends of stock market and thus assign right weight to the inputs or the results from classification algorithms in this case.

## The collection of the data

The website [www.nseindia.com](http://www.nseindia.com/) contains the historical prices of companies listed on the National Stock Exchange of India from the year 1994.The website provides a detailed data on the stocks providing the values of the Date, Previous Close price, Open Price, High Price, Low Price, Last Price, Close Price, Average Price, Total Traded Quantity, Turnover Rupees in Lakhs, Deliverable Quantity and percentage Delivery Quantity to Traded Quantity.

The collected data had 11 attributes out of which the following 7 attributes were selected: Previous Close price, Open Price, High Price, Low Price, Close Price, and Total Traded Quantity as other factors were not significant in the prediction. The class attribute signifies if the opening price of the stock increased or decreased for the current day with respect to the closing price of the previous day and it is named as “Result”.

Table 1: Attribute Description

|  |  |  |
| --- | --- | --- |
| Attribute | Description | Possible Values |
| Previous | Previous day close price of the stock | Positive, Negative, Equal |
| Open | Current day open price of the stock | Positive, Negative, Equal |
| Low | Current day minimum price of the stock | Positive, Negative, Equal |
| High | Current day maximum price of the stock | Positive, Negative, Equal |
| Last | Current day close price of the stock | Positive, Negative, Equal |
| Volume | Current day quantity of stocks traded | Positive, Negative, Equal |
| Result | Increase or decrease | Up, Down |

## Preparing the data

Initially, when the data were collected, the values of the attributes selected were continuous numeric values. Hence, data transformation was applied by generalizing data to a higher-level concept.

• If the values of the attributes open, high, low, last were greater than the value of attribute previous for the same trading day, the numeric values of the attributes were replaced by the value Positive.

• If the values of the attributes open, high, low, last were less than the value of attribute previous for the same trading day, the numeric values of the attributes were replaced by the value Negative.

• If the values of the attributes open, high, low, last were equal to the value of attribute previous for the same trading day, the numeric values of the attributes were replaced by the value Equal.

• If the number of the shares traded on the current day was greater than the number of the shares traded on the previous day, the numeric values of the attribute Volume was replaced by the value Positive.

• If the number of the shares traded on the current day was less than the number of the shares traded on the previous day, the numeric values of the attribute Volume was replaced by the value Negative.

If the number of the shares traded on the current day was equal to the number of the shares traded on the previous day, the numeric values of the attribute Volume was replaced by the value Equal.

The value of the attribute Result was determined by comparing the values of the closing price of the previous day and the opening price of current day.

•If the opening price of current day was less than the closing price of the previous day, then the numeric value of the attribute Result was replaced by Down.

•If the opening price of current day was greater than or equal to the closing price of the previous day, then the numeric value of the attribute Result was replaced by Up.

## Explanation of The Model

The following Neural network model is designed for effective prediction:
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The three data mining classification algorithms used as neurons in the hidden layer are AdaBoost, J48 and Bayesian algorithm. Each of these algorithms predicts whether the opening price of a particular company will increase or decrease for the following day by providing the output as Up or Down. The weights given to outputs of each of these algorithms are updated using the Back Propagation Weight update rule. Final output is calculated by the weights attached to each of the algorithms and the answer predicted by the algorithms. The final output serves as the prediction whether the stock price will increase or decrease. Then, the actual result of the opening price of the company is compared to the individual outputs of the three algorithms. Based on the accuracy of these algorithms, the rules and the weights attached to the output of these algorithms are updated.

The designed neural network model for stock prediction aims to determine whether the stock price of a company will increase or decrease for the following day. The model is not designed to predict the exact value of the opening price of a stock for the following day. Hence, the proposed model has to identify if the stock price of a company will increase or decrease. For this reason, three data mining classification algorithms are used to predict the outcome of the intended result. The three data mining classification algorithms are Bayesian, AdaBoost and J48 decision trees. These classification algorithms are chosen for two prime reasons. Firstly, they provide the decision output in a format that matches the intended output, which means that the output of each of these algorithm will be either increase or decrease. Secondly, they have a high accuracy rate and take comparatively less computation time.

## Training of the model

The transformed values of the seven attributes, namely previous, open, low, high, last, volume and result serve as the input parameters to the three classification algorithms for the training process. Initially, the training data that is provided to each of these algorithm is the historical data that is fetched from the database of National Stock Exchange Board of India. The algorithms are trained using this data and the corresponding rules are generated by each of these algorithms. The six attributes that are considered for generating rules are namely previous, open, low, high, last and volume and each of these attributes has three possible values namely positive, negative and equal. Hence, the maximum number of rules generated are 36. Thus, by this training process each classification algorithm generates its own set of rules. Depending on the rules generated, the classification algorithms determine the output result.

## Working of the model

The transformed values of the six attributes, namely previous, open, low, high, last and volume serve as the input parameters to the three classification algorithms for the prediction process. The attributes' value of the current day determines whether the opening price of stock for the following day will increase or decrease relative to the closing price of the current day. Each of the three classification algorithms, namely AdaBoost, Bayesian and J48 generate an output result based on the rules generated by them. These output results serve as the input to the neural network. The results of each of the three classification algorithm are weighted and the weights are updated using the Back Propagation Weight update rule. The output and weight attached to each of the output are averaged and based on this calculation final decision is taken and provided to the user. Thus, the model predicts whether the opening price of a stock will increase or decrease for the following day.

On the following day, the actual result of the opening price of the company is compared with the predicted output of each of the three algorithms and depending on the accuracy of the algorithm the weights are updated using the Back Propagation Weight update rule. Not only the weights, but also the rules generated by the three algorithms are also updated i.e. if the existing rule generated by the algorithm proves false for the recent prediction then that rule is modified.

**Chapter 4**

**Implementation**

**Chapter 5**

**Results and Discussions**

The proposed neural network model was trained and tested using the stock data of the period 1st January 201 to 31st December 2014 for three companies viz. TCS, Bank of India, Infosys.

The comparison criteria used for the results are:

* Correctly Classified Instances: Abbreviated as ‘CCI (%)’. It is a percentage of instances that have been predicted correctly by the algorithm.
* RMS Error: It is the Root Mean Squared Error for the algorithm.
* F-Measure: It is s measure of a test’s accuracy.
* Precision: Precision is the fraction of retrieved instances that are acceptable or correctly predicted instances in this case.
* Recall: Recall is the fraction of relevant instances that are retrieved.

1. Results for ‘TCS’

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ALGORITHMS | CCI (%) | RMS Error | F-Measure | Precision | Recall |
| Naïve Bayes | 63.7584 | 0.3915 | 0.637 | 0.637 | 0.638 |
| J48 | 68.4564 | 0.4596 | 0.682 | 0.719 | 0.685 |
| Adaboost M1 | 74.4966 | 0.4172 | 0.745 | 0.759 | 0.745 |
| Hybrid Model | 81.2500 | 0.3853 | 0.816 | 0.825 | 0.813 |

1. Results for ‘Bank of India’

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ALGORITHMS | CCI (%) | RMS Error | F-Measure | Precision | Recall |
| Naïve Bayes | 75.1678 | 0.4122 | 0.741 | 0.778 | 0.752 |
| J48 | 74.4966 | 0.4172 | 0.745 | 0.759 | 0.745 |
| Adaboost M1 | 68.4564 | 0.4596 | 0.682 | 0.719 | 0.685 |
| Hybrid Model | 76.2500 | 0.4753 | 0.616 | 0.725 | 0.613 |

1. Results for ‘Infosys’

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ALGORITHMS | CCI (%) | RMS Error | F-Measure | Precision | Recall |
| Naïve Bayes | 70.3682 | 0.3124 | 0.659 | 0.689 | 0.734 |
| J48 | 68.8889 | 0.4172 | 0.689 | 0.759 | 0.745 |
| Adaboost M1 | 68.4564 | 0.4596 | 0.682 | 0.719 | 0.685 |
| Hybrid Model | 72.2500 | 0.3753 | 0.593 | 0.689 | 0.589 |

Thus the Hybrid model performs better than the individual classification algorithms.

//Expand the results

**Chapter 10**

**Conclusions**

This study presents a proposal to apply neural network and data mining and classification algorithms on the historical prices of the stocks to predict whether the stock price of any particular company will increase or decrease for the following day. For the investors investing in any of the company listed on the National Stock Exchange of India, it can prove to be a very helpful tool to take the right decision regarding their stocks.

The proposed model shows better results compared to that of other algorithms studied viz. Naïve Bayes, J48, and Adaboost. However, the results are not perfect. The reason being that many factors like economic conditions, political events, financial reports and general news that influence the stock market were not considered. Such factors can cause random and otherwise unpredictable changes in prices of stocks. These factors can be evaluated by adding a separate attribute “News” and providing inputs in integer form.

The model only focuses on the rise or fall of stock prices and ignores the magnitude of change. It can be upgraded to predict the magnitude of change during further work. The stochastic nature of stock market makes exact change prediction an unsurmountable problem. To simplify this task the magnitude could be broken up into blocks of percentages. Such prediction could be more useful in decision making.
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